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Abstract

We investigate whether non-configurational languages, which display more word order variation than configurational ones, require more training data for a phenomenon to be parsed successfully. We perform a tightly controlled study comparing the dative alternation for English (a configurational language), German, and Russian (both non-configurational). More specifically, we compare the performance of a dependency parser when only canonical word order is present with its performance on data sets when all word orders are present. Our results show that for all languages, canonical data not only is easier to parse, but there exists no direct correspondence between the size of training sets containing free(er) word order variation and performance.

1 Introduction

Parsing morphologically rich languages (MRLs) has received much attention in recent years. Research in these areas shows that parsing MRLs presents challenges that cannot be addressed properly with existing parsing approaches. One of the challenges that MRLs pose to parsing lies with the effects that free(er) word order has on parsing. Non-configurational languages, such as German or Russian, mark grammatical functions using a case system, rather than utilizing word order, as happens in configurational languages such as English. In German, for example, the same proposition can be expressed in different word orders, differing only in the structure of information (see section 3 for examples). This means that the parser will not only need to assign grammatical functions when parsing in order to have a meaningful analysis, but also means that the parser needs to have access to the different word orders in the training set in order to be able to handle the phenomena correctly. This raises the question whether we intrinsically need more training data for non-configurational languages than for configurational ones, independent of the effects of syntactic annotation schemes and other differences between the languages.

In the current paper, we investigate the question of whether non-configurational languages require larger training sizes than configurational ones by comparing English, German, and Russian dependency parsing. Since, to our knowledge, this is the first attempt to look at the correlation between free word order and data size, one task was to set up an experimental design that will allow us to investigate this question while disregarding confounding factors as far as possible. We use a tightly controlled setting for our experiments, focusing on dative alternation, which means that we work with extremely small data sets. For this reason, we first explain the problem in more detail and discuss the confounding factors in section 2. Then, in section 3, we give an overview of the phenomena that we use in our experiments. In section 4, we discuss related work. In section 5, we give an overview of the treebanks used in the experiments, and in section 6, we discuss the experimental setup. We present the results of our experiments in section 7 and conclude in section 8.

2 Problem Statement

We plan to investigate whether more training data is needed for non-configurational languages because of the higher variation in word order. However, it is not entirely obvious how to investigate this question since configurational and non-configurational languages differ not only in this respect but also in many others. For example, languages differ with respect to the amount of morphology represented in word forms. This has a
direct influence on parsing accuracy because the more word forms that exist, the higher the possibility of data sparseness. Seddah (p.c.), for example, has shown that when English and French are trained on the same data sizes, the English results on word forms are comparable to French results on lemmas. In addition to language-internal differences, there are also differences in the corpus text and in the syntactic annotations. Kübler (2005) and Rehbein and van Genabith (2007) have shown that there are large variations between the different annotation schemes of German text.

We perform a comparison of English as a configurational language and German and Russian as the non-configurational languages. Since English and German are close relatives they share many phenomena, thus minimizing differences that may affect parsing accuracy. Although Russian shows many similarities to German (complex case system & case syncretism), it is from a different language family and its case system is more complex than that of German. In order to abstract away from differences in the treebanks, we focus on one relevant phenomenon. By using only sentences that exhibit this phenomenon, we keep the effect of other phenomena to a minimum. For our experiments we focus on dative alternation, a well known phenomenon in linguistics (c.f. e.g., (Bresnan et al., 2007)). Dative alternation was chosen as it is common across many languages, and it occurs frequently in any given language. For examples of dative alternations in the languages used here, see the next section.

However, by focusing exclusively on dative alternation, we severely restrict the size of the data set with which we can work. Thus, the parsing results per se are not very meaningful and should not be considered out of context. Additionally, we still face the problem that there are differences in the annotation schemes, which in turn affect parsing results. This means it is also not possible to compare directly across languages. E.g., an F-score for German cannot be directly compared to the F-score for English of the corresponding experiment. Instead, we need to consider a setup in which we first restrict the data sets to sentences in which the dative alternation is present in its canonical word order. We will call such sentences "canonical sentences" and sentences of other word orders "non-canonical sentences." Thus, our baseline per language consists of a training and test set containing only canonical sentences. Here we start with a small training set, which is then increased incrementally (where data size allows). The learning curve can show us how much data is required for the parser to "acquire" the phenomenon. In the second step, we then look at training and test sets with all word orders. Our results can be interpreted as (the beginnings of) learning curves, and the curves can be compared between cases, giving us an indication as to whether the scenario encompassing all word orders is a more difficult task. If we abstract away from the individual numbers and only look at the visual representations, the learning curves also allow us to make a comparison across languages. Another possibility to compare across languages would be using tedeval (Tsarfaty et al., 2012). However, tedeval requires a common label set or only an unlabeled evaluation in a cross-language setting, which is not useful in our case since a considerable degree of relevant information in the trees of the non-canonical languages is encoded in grammatical functions.

3 Phenomena

We concentrate on dative alternation. This construction involves ditransitive verbs which select for two arguments in addition to the subject. In non-configurational languages, these objects tend to be noun phrases (NPs), one marked as dative and one as accusative. In configurational languages the arguments are either expressed as two NPs in fixed order or as an NP and a PP.

In English, the dative alternation follows the pattern for configurational languages. We follow standard assumptions (e.g., (Chomsky, 1975)) and consider the case using an NP and a PP as the canonical case. We use a linguistic definition of the canonical case, rather than a data-driven one, such as by Bresnan et al. (2007), to avoid circular reasoning. An example of the alternation is shown in (1).

\[(1)\] a. The woman gives the book to the man. (canonical)
   b. The woman gives the man the book.

German, in contrast, expresses the alternation via two NPs in different cases. Thus, all possible alternations of the nominative NP (subject), the dative NP, and the accusative NP are possible, with nominative, dative, accusative being the canonical order (Lenerz, 1977), cf. the German translations
of (1) in (2).

(2)  a. Die Frau$_{nom}$ gibt dem Mann$_{dat}$ das
    Buch$_{acc}$. (canonical)
b. Die Frau gibt das Buch dem Mann.
c. Das Buch gibt die Frau dem Mann.
d. Das Buch gibt dem Mann die Frau.
e. Dem Mann gibt das Buch die Frau.
f. Dem Mann gibt die Frau das Buch.

Russian, similar to German, expresses the dative alternation using two NPs in different cases allowing for all possible combinations of nominative, dative, and accusative NPs, as shown in (3) (Russian translations of (1)). The canonical case in Russian, however, is the same as in German (Kallestinova, 2007).

(3)  a. Женщина$_{nom}$ даёт мужчине$_{dat}$ книгу$_{acc}$. (canonical)
b. Женщина даёт книгу мужчине.
c. Мужчине даёт женщина книгу.
d. Книгу даёт мужчине женщина.
e. Книгу мужчине даёт женщина.
f. Мужчине книгу даёт женщина.

Our hypothesis is that the more complex alternation in non-configurational languages, typical of a MRL, should require more training data relative to the corresponding canonical case and relative to English.

4 Related Work

To our knowledge, there exists no prior work on the interrelation of word order freedom and data set size. There are however approaches that concentrate on parsing specific phenomena. Most work in this area has concentrated on parsing coordinations (e.g., (Hogan, 2007; Kübler et al., 2009a; Kurohashi and Nagao, 1994)). Other work has focused on improving PP attachment in a parser (e.g., (Agirre et al., 2008; Foth and Menzel, 2006)). We are not aware of any work that focuses on parsing the dative alternation, but this phenomenon has been used as a feature in parsing (Chan et al., 2010) or acquired automatically (Sasano et al., 2013). Additionally, there are test suites for parsing German (Kübler et al., 2009b; Maier et al., 2014), but none of these cover dative alternations.

While the effect of training set size has been recognized as an important factor, we are not aware of any explicit investigations across languages. But the factor was noted in the shared tasks on dependency parsing (Buchholz and Marsi, 2006; Nivre et al., 2007).

There is considerable work on parsing these three languages. We focus here on approaches that are state of the art across languages, which we consequently use in our experiments. For dependency parsing, we use the MATE parser (Bohnet, 2010). For this parser, labeled accuracy scores (LAS) for German are close to the English results: 90.33 for English and 88.06 for German (Bohnet, 2010). The best achieved LAS for Russian is 82.3, based on MaltParser (Nivre et al., 2008).

5 Data

We collected dative alternations from English, German, and Russian as representatives of fixed-order and free-order languages. We discard sentences that contain other complex phenomena, such as coordinations that scope over higher constituents rather than base phrases.

English: For English we used the Penn Treebank (Marcus et al., 1993), more specifically the conversion to dependencies by pennconverter (Johansson and Nugues, 2007). The Penn Treebank consists of approximately 50,000 sentences. First, we used the TIGERSearch (König et al., 2003) queries described below to extract the alternations in the constituent version of the Penn Treebank. Then we extracted the same sentences from the dependency version.

For the canonical order, we extracted sentences with an NP and a PP, as in (1-a), and we only used cases where the PP is annotated as "DTV" (ditransitive) as grammatical function. Only 10 sentences of the alternation in which the PP precedes the NP were found in the Penn Treebank. Since this is a marked phenomenon, we did not include these sentences. For the non-canonical order, we extracted sentences that have two NP nodes under the same VP node. After collecting sentences with dative alternations, passive sentences and sentences with movement were filtered out manually.

German: For German, we used the dependency version of the TüBa-D/Z treebank, version 9 (Telljohann et al., 2004), which covers approx. 85 000 sentences. However, we extracted ditransitive sentences from the constituent version via TIGERSearch queries and subsequently used the
corresponding dependency versions. TüBa-D/Z annotates phrase structures using a topological fields model (Höhle, 1986), which allows for an effective extraction of the dative alternation. The alternations were extracted via two sub-cases. The first case covers V2 clauses, where the initial field dominates one NP while the middle field dominates the other two. Precedence was then set in the middle field to obtain the six varieties. In the second case (subordinate clauses), all objects including the subject were assumed to be under the same field node. Precedence was then set to extract the six different orders. The annotation scheme does not distinguish between true reflexives and reflexive objects. For this reason, all dative alternation sentences containing a reflexive were left in the training data.

**Russian:** For Russian, we used the dependency treebank SynTagRus\(^1\) (Nivre et al., 2008), which includes a comprehensive morphological and syntactic annotation (Boguslavsky et al., 2009) in the form of dependencies. SynTagRus covers approx. 62 000 sentences. To extract the alternations, we first converted the corpus to CoNLL dependency format and then obtained all sentences from the corpus that contained dependency relations between a verb and two NPs, one in dative and one in accusative case. This means, we do include pro-drop sentences.

An overview of the resulting data sets is shown in Table 1.

<table>
<thead>
<tr>
<th>Alternation</th>
<th>No.</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NP NP</td>
<td>640</td>
<td></td>
</tr>
<tr>
<td>NP PP</td>
<td>358</td>
<td>998</td>
</tr>
<tr>
<td>German</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NP(<em>{nom}) NP(</em>{dat}) NP(_{acc})</td>
<td>1 030</td>
<td></td>
</tr>
<tr>
<td>NP(<em>{nom}) NP(</em>{acc}) NP(_{dat})</td>
<td>176</td>
<td></td>
</tr>
<tr>
<td>NP(<em>{acc}) NP(</em>{nom}) NP(_{dat})</td>
<td>113</td>
<td></td>
</tr>
<tr>
<td>NP(<em>{acc}) NP(</em>{dat}) NP(_{nom})</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>NP(<em>{dat}) NP(</em>{nom}) NP(_{acc})</td>
<td>245</td>
<td></td>
</tr>
<tr>
<td>NP(<em>{dat}) NP(</em>{acc}) NP(_{nom})</td>
<td>11 1 640</td>
<td></td>
</tr>
<tr>
<td>Russian</td>
<td></td>
<td></td>
</tr>
<tr>
<td>V NP(<em>{dat}) NP(</em>{acc})</td>
<td>293</td>
<td></td>
</tr>
<tr>
<td>V NP(<em>{acc}) NP(</em>{dat})</td>
<td>130</td>
<td></td>
</tr>
<tr>
<td>NP(<em>{dat}) V NP(</em>{acc})</td>
<td>124</td>
<td></td>
</tr>
<tr>
<td>NP(<em>{acc}) V NP(</em>{dat})</td>
<td>62</td>
<td></td>
</tr>
<tr>
<td>NP(<em>{acc}) NP(</em>{dat}) V</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>NP(<em>{dat}) NP(</em>{acc}) V</td>
<td>30 690</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Overview of the extracted sentences.

As discussed above, we are aware of the fact that despite our best efforts, we still face a situation in which we have differences in text types, POS tags, and syntactic annotation, all of which can influence parsing performance. Ideally, we would want to control for these variables as well, but that would mean using an artificial annotation as well as reducing our data set even further. Thus, we advise the reader that the analysis in the following section needs to be approached carefully.

For evaluation, we used the 2009 CONLL shared task scorer\(^2\) and report the labeled attachment score (LAS) and the unlabeled attachment score (UAS) on the whole sentence. We evaluate full sentences rather than individual labels because we assume that the ability to parse the phenomenon includes its correct interpretation in context.

---

\(1\)http://ruscorpora.ru/en/

Table 2: Results for all languages. Train shows the training set size.

<table>
<thead>
<tr>
<th>Train</th>
<th>English (canonical) LAS UAS</th>
<th>English (all) LAS UAS</th>
<th>German (canonical) LAS UAS</th>
<th>German (all) LAS UAS</th>
<th>Russian (canonical) LAS UAS</th>
<th>Russian (all) LAS UAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>80.74 84.15</td>
<td>78.36 82.07</td>
<td>83.19 85.94</td>
<td>82.57 85.52</td>
<td>69.82 82.22</td>
<td>67.42 79.26</td>
</tr>
<tr>
<td>300</td>
<td>83.92 87.04</td>
<td>80.96 84.36</td>
<td>84.69 87.22</td>
<td>83.99 86.66</td>
<td>70.17 81.62</td>
<td>71.15 82.02</td>
</tr>
<tr>
<td>400</td>
<td>82.28 85.62</td>
<td>83.37 86.55</td>
<td>85.88 88.27</td>
<td>85.61 88.12</td>
<td>72.55 83.38</td>
<td>72.55 83.38</td>
</tr>
<tr>
<td>500</td>
<td>84.19 87.22</td>
<td>86.67 88.90</td>
<td>87.28 89.55</td>
<td>86.14 88.51</td>
<td>69.82 82.22</td>
<td>67.42 79.26</td>
</tr>
<tr>
<td>600</td>
<td>84.69 87.71</td>
<td>87.68 89.80</td>
<td>87.30 89.51</td>
<td>87.81 89.78</td>
<td>70.17 81.62</td>
<td>71.15 82.02</td>
</tr>
<tr>
<td>700</td>
<td>85.12 88.09</td>
<td>88.08 90.18</td>
<td>88.18 90.27</td>
<td>87.81 89.78</td>
<td>72.55 83.38</td>
<td>72.55 83.38</td>
</tr>
<tr>
<td>800</td>
<td>85.58 88.57</td>
<td>88.56 90.57</td>
<td>88.71 90.71</td>
<td>88.71 90.71</td>
<td>69.82 82.22</td>
<td>67.42 79.26</td>
</tr>
<tr>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1300</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1400</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

7 Results

The main results of our experiments are shown in Table 2. Note that we have more examples for German than for the other languages, thus the empty cells for those languages. For English and Russian, we only have a rather small set of canonical cases, which does not allow us to look at a learning curve. We also note that LAS for English and German are considerably higher than for Russian, at the same training size. Since the Russian unlabeled attachment score is similar to those for the other languages, we assume that the Russian label set is more difficult to determine, but this needs further investigation. However, since the underlying treebanks have different annotation schemes, we need to be careful not to read too much into this comparison.

More importantly, the results in Table 2 show that for all languages, the results on the data sets that contain all word order variations in training and test are noticeably lower than for the canonical only data sets. Additionally, for English and German, we see that the (beginnings of a) learning curve show a faster increase for the canonical case. For English, this means that we need 2-3 times more data from all word orders to reach the same LAS results as for the canonical case only. For Russian, the ratio is closer to 1.5, and for German around 1.5 for the smallest training set and decreasing to 1.1 for larger sets. These results provide support for our hypothesis that we need more training data when all word orders are included. However, there seems to be no direct correlation between the number of possible word orders and the increase in training set size.

8 Conclusion & Future Work

In our experiments, we investigated whether the larger number of alternations in non-configurational languages requires larger training sets than the fixed word order in configurational languages. We used a tightly controlled study, with English as a configurational language and German and Russian as non-configurational languages, and we restricted the investigation to dative alternations. Our results show that we do need more data if all word orderings are present, but there is no direct correlation between the number of possible orders and the required increase in the training set. However, this is only a first step, and our results need to be analyzed further.

For the future, we are planning to add more languages, such as Arabic, which shows an interesting mix with regard to dative alternation: like English, it allows NP NP and NP PP orders, but both variants can occur in either order. We also plan to extend this study to more phenomena, also including those where English only allows one fixed word order while non-configurational languages allow alternations. Finally, we are interested in extending these experiments to human language acquisition.
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